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(57) ABSTRACT

The present disclosure 1s directed to interactive voice navi-
gation. In particular, a computing system can provide audio
information including one or more navigation instructions to
a user via a computing system associated with the user. The
computing system can activate an audio sensor associated
with the computing system. The computing system can
collect, using the audio sensor, audio data associated with
the user. The computing system can determine, based on the
audio data, whether the audio data 1s associated with one or
more navigation instructions. The computing system can, in
accordance with a determination that the audio data 1is
associated with one or more navigation instructions, deter-
mine a context-appropriate audio response. The computing
system can provide the context-appropriate audio response
to the user.
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INTERACTIVE VOICE NAVIGATION

FIELD

[0001] The present disclosure relates generally to naviga-
tion. More particularly, the present disclosure relates to
improving navigation through voice interaction.

BACKGROUND

[0002] As computing technology has improved, the num-
ber of computing services oflered to users has also
increased. Portable computing devices, such as smart-
phones, allow users to assess navigation services while
travelling. Specifically, users can request turn-by-turn direc-
tions from one location to another location. To facilitate the
navigation services, the user can allow audio navigation
information to be provided through a location information
from their personal computing device to a remote server
associated with the navigation service.

SUMMARY

[0003] Aspects and advantages of embodiments of the
present disclosure will be set forth i part in the following
description, or can be learned from the description, or can be
learned through practice of the embodiments.

[0004] One example aspect of the present disclosure is
directed to a computer-implemented method. The method
can include providing, by a computing system including one
or more processors, audio information including one or
more navigation instructions to a user. The method can
include activating, by the computing system, an audio sensor
associated with the computing system. The method can
include collecting, by the computing system using the audio
sensor, audio data associated with the user. The method can
include determining, by the computing system based on the
audio data, whether the audio data 1s associated with the one
or more navigation instructions. The method can include, 1n
accordance with a determination that the audio data is
associated with the one or more navigation instructions,
determining, by the computing system, a context-appropri-
ate audio response. The method can include providing, by
the computing system, the context-appropriate audio
response to the user.

[0005] Other aspects of the present disclosure are directed
to various systems, apparatuses, computer-readable media
(optionally non-transitory), user interfaces, and electronic
devices.

[0006] These and other features, aspects, and advantages
of various embodiments of the present disclosure will
become better understood with reference to the following
description and appended claims. The accompanying draw-
ings, which are incorporated 1n and constitute a part of this
specification, 1llustrate example embodiments of the present
disclosure and, together with the description, serve to
explain the related principles.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] Detailled discussion of embodiments directed to
one of ordinary skill 1n the art 1s set forth in the specification,
which refers to the appended figures, in which:

[0008] FIG. 1 depicts an example computing environment
for an interactive voice navigation system according to
example embodiments of the present disclosure.
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[0009] FIG. 2 depicts an example client-server environ-
ment according to example embodiments of the present
disclosure.

[0010] FIG. 3 depicts a block diagram of a context analy-
s1s system according to example embodiments of the present
disclosure.

[0011] FIG. 4 depicts a block diagram of an example audio
analysis system according to example embodiments of the
present disclosure.

[0012] FIG. 5 depicts a tlow chart of an example method
for interactive voice navigation according to example
embodiments of the present disclosure.

DETAILED DESCRIPTION

[0013] Generally, the present disclosure 1s directed
towards 1mproving turn-by-turn navigation systems by
allowing interactive voice communication between a user
and the navigation system while the turn-by-turn instruc-
tions are being provided to the user. A navigation system can
provide audio information that includes a navigation instruc-
tion to a user via a speaker or other device for providing
audio information. In other words, the navigation system can
communicate audio iformation that includes a navigation
istruction to a user via a speaker or other device for
communicating audio mnformation. While the audio infor-
mation 1s being provided, the navigation system can cause
an audio sensor to be activated. This audio sensor can
capture audio data from the user and the user’s environment.
This audio data can be analyzed by the navigation system or
an associated system to determine whether the user 1is
responding to the audio information.

[0014] For example, the navigation system can use natural
language processing techmques to 1dentily the content of the
captured audio data and determine whether 1t 1s associated
with the audio imnformation. In some examples, a user can
respond to the audio information with a request to repeat the
audio information or to clarify an aspect of the navigation
instruction contained therein. The user can respond to a
problem with the audio information itself (e.g., the user
couldn’t understand the spoken information) or with the
navigation instruction contained therein (e.g., the user 1s
unsure how to properly execute the navigation instruction)
The navigation system can then determine a context-appro-
priate response to the user. In this manner, an interactive
navigation system 1s provided that 1s enabled to help users
to more eflectively and more safely carry out the technical
task of navigation. This 1s because the response, as described
herein, may provide the user with necessary information for
navigation and thus the interaction with the user enables the
relevant and correct mnformation to be provided to the user,
and because the user i1s able to mteract with the navigation
via audio communication. As described below, the response
may be a repetition (for example if the user hasn’t heard the
information properly) or may be additional information
associated with the navigation istruction (to help the user
better understand the instruction). In all of the disclosed
examples, the provision of the context-appropriate response
provides a technical eflect of enabling a user to navigate
more ellectively and more safely. IT the user requests a
repetition of the audio information, the navigation system
can replay the audio information and may do so at a higher
volume level. If the user requests additional information
about the navigation instruction, the navigation system can
determine appropriate additional information based on
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stored map and navigation data and provide 1t to the user via
supplemental audio information. Therefore, the provision of
the context-appropriate response 1s able to directly assist the
user 1n performing the technical task of navigation and
allows the user to navigate more eflectively.

[0015] In one example of such a system being used, the
navigation system provides, via a speaker 1n a vehicle, audio
information to a user that instructs the user to “turn left in 0.5
miles.” While the audio information 1s played, the naviga-
tion system can activate an audio sensor (or change an audio
sensor from a passive listening mode to an active listening
mode) and record audio data from the user and the user’s
environment for a predetermined amount of time. The record
audio data can be used as described herein in order to
determine the context-appropriate response, for example
based on the user’s spoken words or based on a volume level
of the recorded audio data.

[0016] The user can respond to the navigation instruction
by asking a clarifying question such as “Is that the first or
second intersection?” The navigation system can determine
that the recorded audio data includes a request for clarifi-
cation about the navigation mstruction. The navigation sys-
tem can further determine, based on the map data, that the
turn referred to by the navigation instruction 1s at the second
intersection. This mformation can be included 1n a supple-
mental audio information that 1s provided (e.g., played over
a speaker) to the user and may include supplemental navi-
gation 1nstructions. The supplemental instructions may
include clarifying information associated with the naviga-
tion instruction (e.g., clarifying which turn to take). The
clarifying information may be additional information asso-
ciated with the navigation instruction. Thus, the clarifying
information for the above example may include an 1ndica-
tion that the turn should be made at the second intersection.

[0017] The present disclosure therefore allows a system to
provide an elffective means for providing voice navigation to
a user. Specifically, the described system allows a navigation
system to efliciently determine when a user requires addi-
tional assistance from the navigation system 1in order to
allow the user to carry out a navigation eflectively. Further-
more, by allowing voice interaction with the navigation
system, the interactive voice navigation system enables the
system to react to a user without the need for the user to
access an mput device, which allows the user to efliciently
interact with the navigation system. This also enables the
user to safely and in a hands-free manner interact with the
navigation system. The user 1s not visually distracted by the
disclosed navigation system and so the user can continue to
operate a vehicle (e.g. drive a car) because the voice
interaction removes the need for a user to manually 1nput
information into a navigation device or even to look down
at the navigation device. The present disclosure therefore
has a further technical advantage of improving safety when

assisting a user in navigation.

[0018] In more specific detail, the interactive voice navi-
gation system can be implemented on a computing system.
The computing system can be a user’s computing system
such as a personal computer, a smartphone, a global posi-
tioming device, a computing device mtegrated into a vehicle,
a wearable computing system, etc. In another example, the
interactive voice navigation system can be implemented at a
server remote from the user’s computing system and the
user’s computing system can communicate with the remote
server to access the interactive voice navigation service
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implemented by the server system. In this case, the user’s
computing system may have a dedicated navigation appli-
cation or may use a general application as a web browser to
access the remote server.

[0019] The computing system that implements the inter-
active voice navigation system can include one or more
processors and memory. The one or more processors can be
used to implement instructions that describe how the inter-
active voice navigation system should function. The
memory can store these istructions and can also store data
necessary to perform the functions of an interactive voice
navigation system. In some examples, the memory can store
map data that describes the geographic area through which
the user 1s navigating.

[0020] The computing system can include an interactive
volice navigation system. The interactive voice navigation
system can include one or more subsystems or modules. For
example, the mteractive voice navigation system can include
an instruction generation system, a context analysis system,
an audio analysis system, and a response generation system.

[0021] The instruction generation system can access a list
ol navigation instructions that make up a turn-by-turn navi-
gation process from a first location to a second location. The
list of 1nstructions can represent or include a sequential list
of turns and other maneuvers that a vehicle or person must
perform to move from the first location to the second
location. The nstruction generation system can select a
current navigation instruction from the list of instructions.
For example, the interactive voice navigation system can
select each instruction in the list of navigation nstructions in
sequence as the user moves 1 accordance with the list of
navigation instructions. The interactive voice system can
determine the next navigation instruction in the list of
navigation instructions based on the previously provided
navigation instructions, the position of the user, and an
assessment of which instructions have already been com-
pleted by the user.

[0022] The nteractive voice navigation system can gen-
erate an audio clip that simulates a human voice speaking the
instructions associated with the selected imstruction. The
generated audio clip can be provided to the user via a
speaker associated with the user’s computing system (e.g., a
smartphone or other computing device) or a speaker
included 1n the user’s vehicle (e.g., the vehicle the user 1s
driving).

[0023] Once the navigation 1nstruction has been provided
to the user as audio, a contextual analysis system can collect
and analyze contextual information associated with the
provided navigation mstruction. Contextual information can
include mnformation about the audio environment in which
the navigation instructions are presented, and/or information
about the complexity of the navigation instructions and/or
the complexity of the current navigation environment, and/
or mformation about user activities while the navigation
instruction 1s being presented.

[0024] An audio analysis system can access audio data
captured as a result of the context analysis system activating
a microphone. The audio analysis system can, using speech
recognition techmques and natural language processing
techniques convert the audio data into a text representation
and, 1 the audio data includes any spoken words, determine
whether those spoken words are associated with the navi-
gation instruction. For example, audio data that includes
keywords associated with the navigation instruction or that
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directly ask a question that 1s relevant to navigation can be
determined to be associated with the navigation instruction.
Additionally or alternatively, the context analysis system
may determine a background noise level 1n the captured
audio data. This 1s particularly advantageous because a high
background noise-level may indicate that the user did not
hear the audio navigation instruction (and 1s thus unaware of
the navigation instruction).

[0025] The response generation system can determine a
context-appropriate response based on the output of the
context analysis system and the audio analysis system. For
example, 1f the context analysis system determines that the
background noise level i the vehicle 1s above a predeter-
mined noise threshold, the response generating system can
automatically repeat the audio information with a higher
volume level. If the audio analysis system determines that
the user has asked a clarifying question associated with the
navigation instruction, the response generation system can
determine one or more answers to the clanfying question
and. generate an audio clip that includes the relevant infor-
mation for the user. This audio clip can then be provided to
the user via a speaker accessible to the computing device.
These embodiments are advantageous because the naviga-
tion system uses feedback (either spoken words from the
user or a background noise level) to provide further navi-
gation 1nstructions to the user. The further navigation
instructions are based on the captured audio data, thereby
providing a more eflective navigation system for providing,
a user with navigation instructions.

[0026] In some examples, the interactive voice navigation
system can be implemented at a server system. In this case,
a user computing system (e.g., a smartphone, etc.) can have
a user application (e.g., a dedicated application or a general
application such as a web browser) that allows the user
computing system to commumnicate with the server system.
The server system can include the interactive voice naviga-
tion system.

[0027] The interactive voice navigation system can
receive, from the user computing system, a request for
turn-by-turn navigation from a first location to a second
location. The interactive voice navigation system can gen-
crate a list of navigation instructions that represent a turn-
by-turn navigation from the first location to the second
location. The list of navigation instructions can be transmit-
ted to the user computing system to be provided to the user.

[0028] The user computing system can capture audio data
from the environment around the user computing system
(e.g., environmental background noise, audio spoken by the
user, and so on). The analysis of the audio data can be
performed partially on the user computing device and par-
tially on the server system. In other examples, the analysis
can be performed entirely on the server system. Thus, the
audio data (or a processed version of the audio data) can be
transmitted to the server system. The response generation
system at the server system can fimish the analysis of the
audio data and select a context-appropriate response.

[0029] As noted above, 1f the context analysis system
determines that the background noise level 1n the vehicle 1s
beyond a predetermined volume threshold, the response
generating system can automatically repeat the audio infor-
mation with a higher volume level, to improve the chance
that the user will hear the audio information contaiming the
navigation instruction. If the audio analysis system deter-
mines that the user has asked a clarifying question associ-

May 25, 2023

ated with the navigation instruction, the response generation
system can determine one or more answers to the clarifying
question and generate audio information that includes the
relevant information for the user, thereby ensuring that the
user understands the navigation instruction. This audio
information can be transmitted to the user computing system
for provision to the user via a speaker accessible to the
interactive voice navigation system.

[0030] The context analysis system can determine infor-
mation as to the context associated with a particular navi-
gation instruction. To determine this context, the context
analysis system can include one or more of: a noise evalu-
ation system, a complexity evaluation system, a conversa-
tion evaluation system, a navigation difliculty evaluation
system, and a difliculty mitigation system.

[0031] The noise evaluation system can passively or
actively monitor the background noise associated with the
current location of the user. In some examples, the current
location of the user 1s the interior of the vehicle in which the
user 1s riding or driving. In some examples, the user 1s not
in a vehicle (e.g., they are walking) and the current location
of the user includes the outdoor geographic space that they
are passing through.

[0032] The noise evaluation system can determine a vol-
ume level for the current environment and may determine
whether there are any additional factors that may result in
further consideration. For example, loud music playing in
the background can be measured to determine a volume
level associated with the environment the user 1s currently
in. In addition or alternatively, specific sounds, such as the
sound of a baby crying, may be flagged as particularly
distracting to a user. In general, a volume level may be
determined and any specific sounds that may be particularly
loud and potentially distracting to the user may be identified.
Based on the background volume level, and optionally any
other considerations, the noise evaluation system can deter-
mine the level to which the current noise volume may aflect
the user’s ability to hear the audio information and interpret
it correctly. For example, as the background noise volume
increases, the noise evaluation system can reduce a metric
indicating the likelihood that the user has heard and cor-
rectly interpreted the audio mmformation that includes the
navigation instruction. Determining a volume level for the
current environment of the user 1s particularly advantageous
as this indicates the likelihood that the user has heard and
correctly interpreted a navigation instruction provided as
audio information. This enables further action to be taken
(e.g. repeating the audio information) to ensure the user does
hear the audio 1nstruction, such that the user 1s able to carry
out the navigation correctly.

[0033] A complexity evaluation system can generate a
value that represents the degree to which the current navi-
gation 1nstruction 1s difficult to understand and the current
environment 1s one through which 1t 1s diflicult to navigate.
The complexity evaluation system can access a map data-
base for use in evaluating the complexity of particular
environments and particular navigation instructions. For
example, 1 the map data for the area around the user
includes multiple different navigation options that are tightly
spaced (e.g., a plurality of possible turns), the complexity
cvaluation system may generate an associated complexity
value for the current navigation instruction that 1s higher
than an environment in which only one turn 1s possible.
Similarly, some nstructions may be associated with higher
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complexity than others. For example, 1f a given highway exit
has four possible options (e.g., exit 1A, 1B, 1C, and 1D),
navigation instructions that direct the user to take one of the
four potential options may be determined to be more com-
plex than an navigation instruction that direct the user to a
highway exit with only a single exit option.

[0034] The complexity evaluation system can access sen-
sor data associated with the area around the user (or the
user’s vehicle.). In this example, the area around the user or
the user’s vehicle can be defined as the area within sensor
range of the computing system associated with the user (e.g.,
a smart phone) or the computing system associated with the
user’s vehicle. The accessed sensor data can be used to
determine current navigation complexity based on the num-
ber of other objects (e.g., vehicles, bicycles, pedestrians, or
any other potential obstacle) sensed nearby (e.g., on a busy
street during mid-day due to heavy traflic or bad roads
limiting vehicle speed, etc.). The complexity evaluation
system can access information about how the vehicle 1s
being operated (e.g., excessive braking, left/right turns to
avoid holes 1n the road or slowing down due to a slippery
road) to further determine the complexity of the current
situation associated with the user.

[0035] In addition, the complexity evaluation system can
access data representing the past performance of users 1n
particular situations. Thus, 11 users frequently misunderstand
a particular navigation instruction or have difliculty navi-
gating a particular environment, the complexity evaluation
system may assign a higher complexity value to that navi-
gation 1nstruction relative to another instruction that users do
not frequently misunderstand.

[0036] The conversation evaluation system can determine,
prior to providing one or more 1nstructions, whether a
conversation 1s ongoing between the user and another person
(c.g., etther 1 their environment or via communication
technology). In some examples, the presence of an ongoing,
conversation between the user and another person may result
in the conversation evaluation system determining that the
user 1s more likely to be distracted and. therefore less likely
to correctly interpret and respond to the audio information.

[0037] The navigation difliculty evaluation system can
access 1nformation from any one or more of the noise
evaluation system, the complexity evaluation system, and
the conversation evaluation system, to generate a difliculty
value for the current navigation instruction that represents
the degree to which the user may have difhiculty understand-
ing and responding to the audio imnformation.

[0038] The dithculty mitigation system determines
whether the navigation dificulty value generated by the
navigation dithculty evaluation system exceeds a predeter-
mined threshold. If so, the dithculty mitigation system can
determine an appropriate mitigation response. For example,
the dithculty mitigation system can direct the computing
system to repeat the audio information at a higher volume
level. In another example, the difliculty mitigation system
can delay provision of the audio information while noise
levels remain high or while a conversation 1s currently
ongoing. The interactive voice navigation system can deter-
mine, based on one or more factors including, but not limited
to, the urgency of the audio information and the expected
duration of the current noise level or conversation, how long
such a delay may last.

[0039] Additionally, or alternatively, the dithculty mitiga-
tion system can generate an audio query directed towards the
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user to determine whether the user needs additional infor-
mation. For example, the difhculty mitigation system can
generate an audio output such as “did you understand that
istruction” or “do you need more mformation about that
instruction.” Based on the user’s response, the difliculty
mitigation system can generate additional feedback.

[0040] As described above, various different factors may
be used to determine the difliculty of a navigation mstruction
and/or the likelihood that a user has heard and interpreted the
instruction. Potential issues with a user hearing or under-
standing a navigation nstruction can therefore be mitigated
by the difliculty mitigation system, as instructions may
automatically be repeated (without prompt from the user), or
a user may be asked whether they heard/understood. an
istruction, or a specific unprompted input from the user
(‘can you repeat that’) can be received and processed. These
various techniques are used to ensure that a user 1s able to
hear and understand navigation instructions that are difficult,
or 1n a noisy environment, and so on. Therefore, an effective
navigation system 1s provided that ensures a user is able to
receive and understand navigation instructions, 1n order to
cllectively carry out the navigation.

[0041] The audio analysis system can, based at least 1n
part on the output of the context analysis system, determine
an appropriate response to any user interaction with the
navigation system. To do so, the audio analysis system
includes one or more of: a microphone activation system, a
content evaluation system, an association determination
system, a response evaluation system, a response selection
system, and a transmission system.

[0042] The microphone activation system can activate a
microphone associated with a user computing system in
response to determining audio iformation 1s being, will be,
or has been provided to the user. In some examples, the
microphone 1s activated based on a predetermined heuristic
(e.g., the microphone 1s activated a predetermined period
before audio information 1s presented or 1t 1s activated when
the audio information begins being presented.) In other
examples, the interactive voice navigation system can use a
more complicated model, such as a neural network, that has
been trained to, based on a variety of potential inputs,
activate the microphone to achieve the greatest likelihood of
capturing audio responses from the user and correctly evalu-
ating the current environment of the user.

[0043] Furthermore, a navigation system can present
information 1 formats other than an audio format. For
example, a navigation system can include, as part of the
information delivered to a user, a visual depiction of 1ts
navigation instructions and a map displaying how these
instructions should be followed through a particular envi-
ronment. A user may choose to provide audio feedback in
response to something 1n the visual depiction. For example,
i a displayed map 1s updated to provide more detail by
zooming 1n on a particular geographic area, a user can
instruct the interactive voice navigation system to “return to
previous zoom level.” Thus, the microphone can be acti-
vated 1n response to updated visual information 1n addition
to presented audio information.

[0044] It should be noted that the audio analysis system
may constantly be passively monitoring audio data in the
environment of the user computing system and the micro-
phone activation system only switches the system into a
more active listening mode. In other examples, the micro-
phone activation system can activate the microphone prior to
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the audio information being provided to get contextual
information (e.g., background noise, ongoing conversation
data, etc.) for use 1n evaluating any user interaction with the
navigation system. In other examples, the microphone may
be activated only for the duration of the time that the audio
information 1s provided to the user.

[0045] The content 1dentification system can access audio
data captured by the microphone associated with the user
computing system. The content identification system can use
one or more natural language processing techniques to
identily any voices in the audio data and any words that may
have been spoken. Any identified words and/or phrases can
be output to the association determination system.

[0046] The associated determination system can deter-
mine whether the 1dentified words or phrases are associated
with the audio imformation or the navigation instruction
contained therein. To do so, the association determination
system can 1dentily whether the 1dentified words are asso-
ciated with navigation generally (e.g., questions about
streets, turns, landmarks, and so on) and 1f so, whether the
words are associated with the specific audio information that
was recently provided. The associated determination system
can employ a trained machine-learned model to distinguish
between questions and statements by the user that are
appropriate for the interactive navigation system to respond
to and those that are not appropriate for the interactive
navigation system to respond to.

[0047] In response to determining that the question and/or
statement from the user i1s associated with the audio mfor-
mation, the response evaluation system can generate one or
more or proposed responses. In some examples, the pro-
posed responses can include repeating the original phrase at
a higher volume, providing additional clarification as to
where and when the navigation instruction should be fol-
lowed, giving imformation about the geographic area and
notable landmarks, and updating data stored in the map
database based on the user feedback. Updating data stored 1n
the map database based on the user feedback 1s particularly
advantageous because future navigation instructions can be
improved based on the updated data. For example, user
teedback that indicates a navigation instruction 1s not clear
can be used to update data such that a future navigation
instruction 1s more likely to be understood by the user. This
therefore enables a more eflective navigation system to be
provided that simplifies a user’s understanding and 1nterac-
tion with the navigation system.

[0048] Additionally, the interactive voice navigation sys-
tem can store the data associated with user feedback for use
in future estimation of the difliculty of a particular naviga-
tion 1instruction. Thus, if a user has a question about a
particular instruction or needs additional clarification, the
incident can be stored for use by the complexity evaluation
system. The complexity evaluation system can use such data
as a signal that a particular instruction, intersection, or
geographic area should be considered more complicated 1n
future estimations. In some examples, certain types ol user
teedback (e.g., such as the user stating that “this turn was
diflicult”) can be considered more indicative of complexity
or dificulty than others (e.g., a user requesting that an
istruction be repeated due to loud music).

[0049] The proposed responses can be scored based on
one or more scoring criteria by the response selection
system. The scoring criteria can include user preferences,
information about the current noise levels in the environ-
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ment of the user, collected data on what users find generally
usetul in response, and any other criteria that can help the
response selection system to i1dentily an appropnate
response. The transmission system can generate an audio
clip including the selected response and cause 1t to be
provided to the user through a speaker. In some examples,
the selected response 1s agnostic of user preferences or data
on what users find generally useful 1n a response. Instead, 1n
these examples the response provided to the user may be
based on objective information, such as additional details
regarding the navigation instruction that were not previously
provided to the user, and/or information associated with a
particular geographic area associated with the navigation
instruction. The geographic region information may include
details of local landmarks or other features 1n the geographic
region that may help the user to understand the navigation
instruction. In these examples, the response provided to the
user can provide additional information that enables a user
to navigate more eflectively. Specifically, this 1s because the
response provides additional objective information associ-
ated with the navigation instructions that allows the user to
better understand the navigation instructions, thereby allow-
ing the user to navigate more eflectively.

[0050] The following presents an end-to-end example of
the technology described herein. An interactive voice navi-
gation system can provide audio imformation including a
navigation instruction from a list of turn-by-turn navigation
instructions to a user. While providing the audio information
to the user, the interactive voice navigation system can
activate an audio sensor associated with the computing
system. The audio sensor can be a microphone. In some
examples, the microphone 1s activated 1n a passive listening
mode before the audio information 1s provided.

[0051] The interactive voice navigation system can deter-
mine a navigation difficulty value based on one or more
navigation difliculty factors associated with the navigation
instruction. The interactive voice navigation system can
determine whether the navigation ditliculty value exceeds a
predetermined threshold. In accordance with a determina-
tion that the navigation difliculty value exceeds a predeter-
mined threshold value, the interactive voice navigation
system can perform a mitigation action. In some examples,
the one or more navigation difliculty factors can include a

navigation complexity value associated with the navigation
instruction.

[0052] In some examples, the one or more navigation
difliculty factors can include a map complexity value asso-
ciated with the navigation mstruction. In some examples, the
one or more navigation difliculty factors can include a
volume level of background noise. In some examples, the
one or more navigation difficulty factors can include a
determination of whether a conversation 1s currently ongo-
ing in the area of the audio sensor.

[0053] In some examples, the interactive voice navigation
system can automatically replay the audio information at an
increased volume level. Additionally or alternatively, the
interactive voice navigation system can automatically pro-
vide a query to prompt the user to report a difficulty in
understanding the navigation instruction. Additionally or
alternatively, the interactive voice navigation system can
collect, using the activated audio sensor, audio data associ-
ated with the user. The interactive voice navigation system
can determine, based on the audio data, whether the audio
data 1s associated with the audio information.
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[0054] The interactive voice navigation system can deter-
mine that the collected audio data includes a request for
repetition from the user. In some examples, the context-
appropriate response can be determined to be a repetition of
the audio information. The interactive voice navigation
system can determine that the collected audio data includes
a request for additional information associated with the
navigation istruction. In some examples, the context-ap-
propriate response includes clarifying information associ-
ated with the navigation instruction.

[0055] In some examples, the interactive voice navigation
system can determine that the collected audio data includes
a request to alter the route associated with the audio mstruc-
tions. For example, a user may state “alter the route to
include a stop at the gas station coming up on the right.”
Based on this request, the interactive voice navigation
system can alter the planned route to include a stop. The list
ol turn-by-turn instructions can be updated to include the
new stop and the user can be presented with any necessary
changes to the current route.

[0056] The interactive voice navigation system can deter-
mine that the collected audio data includes feedback asso-
ciated with the navigation mstruction. In some examples, the
context-appropriate response can include a confirmation that
the feedback has been recorded.

[0057] The interactive voice navigation system can, 1n
accordance with a determination that the audio data is
associated with the navigation instruction, determine a con-
text-appropriate audio response. The interactive voice navi-
gation system can provide the context-appropriate audio
response to the user through the user computing system
associated with the user.

[0058] The systems and methods described herein produce
a number of technical effects and benefits as discussed
above. More particularly, the systems and methods of the
present disclosure produce improved techniques for provid-
ing voice navigation to a user. Specifically, the described
system allows a navigation system to efliciently determine
when a user requires additional assistance from the naviga-
tion system 1n order to carry out a navigation eflectively. By
allowing voice interaction with the navigation system, the
interactive voice navigation system enables the system to
react to a user without the need for the user to access an input
device. In addition, the interactive voice navigation system
also enables the user to quickly, efliciently, and 1n a hands-
free manner interact with the navigation system. As a result,
the interactive voice navigation system can more efliciently
receive input or feedback and appropnately respond. This
results 1in a reduction 1n the number of processing cycles
necessary, reducing the amount of data storage needed, and
reducing the amount of energy used by the system. Reducing
energy consumption also increases the useful battery life of
any battery systems included 1n the vehicle or user comput-
ing device.

[0059] With reference to the figures, example embodi-
ments of the present disclosure will be discussed in further
detaul.

[0060] FIG. 1 depicts a computing system for interactive
voice navigation according to example aspects of the present
disclosure. As illustrated, FIG. 1 includes a computing
system 100 that can be used to perform interactive voice
navigation. The computing system 100 can include one or
more processor(s) 102, memory 104, and an interactive
voice navigation system 110.
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[0061] The one or more processor(s) 102 can be any
suitable processing device, such as a microprocessor, micro-
controller, integrated circuit, or other suitable processing
device, The memory 104 can include any suitable computing
system or media, including, but not limited to, computer-
readable media (which are optionally non-transitory), RAM,
ROM, hard drives, flash drives, or other memory devices.
The memory 104 can store information accessible by the one
or more processor(s) 102, including instructions 108 that can
be executed by the one or more processor(s) 102 and data
108 needed to execute the instructions. The instructions 108
can be any set of 1nstructions that when executed by the one
or more processor(s) 102, cause the one or more processor(s)
102 to provide the desired functionality.

[0062] In particular, in some devices, memory 104 can
store 1nstructions for implementing the interactive voice
navigation system 110. The computing system 100 can
implement the interactive voice navigation system 110 to
execute aspects of the present disclosure, mncluding receiv-
ing audio-based interaction from a user while providing
navigation services.

[0063] It will be appreciated that the term “system™ can
refer to specialized hardware, computer logic that executes
on a more general processor, or some combination thereof.
Thus, a system can be implemented 1n hardware, application
specific circuits, firmware and/or software controlling a
general-purpose processor. In one embodiment, the system
can be mmplemented as program code tiles stored on the
storage device, loaded into memory, and executed by a
processor or can be provided from computer program prod-
ucts, for example computer executable instructions, that are
stored 1n a tangible computer-readable storage medium such
as RAM, hard disk or optical or magnetic media.

[0064] Memory 104 can also include data 106 that can be
retrieved, manipulated, created, or stored by the one or more
processor(s) 102. In some example embodiments, such data
can be accessed and used as input to the interactive voice
navigation system 110. In some examples, the memory 104
can 1nclude data used to perform one or more processes and
instructions that describe how those processes can be per-
formed.

[0065] In some examples the interactive voice navigation
system 110 can include an instruction generation system
114, a context analysis system 116, an audio analysis system
118, and a response generation system 120. Each component
included 1n the 1nteractive voice navigation system 110 can
be implemented as a distinct system or as one component of
an overall system. In some examples, the computing system
100 can be connected to a map database 134 that includes
data describing a one or more characteristics of a plurality of
geographic areas that can be used to generate navigation
instructions.

[0066] The instruction generation system 114 can access a
list of navigation instructions that make up a turn-by-turn
navigation process from a first location to a second location.
The list of instructions can represent or include a sequential
list of turns and other maneuvers that a vehicle or person
must perform to move from the first location to the second
location. The nstruction generation system 114 can select a
current navigation instruction from the list of instructions.
For example, the interactive voice navigation system 110
generally can select each istruction 1n the list of navigation
istructions 1 sequence as the user moves 1n accordance
with the list of navigation instructions. The interactive voice
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navigation system 110 can determine the next navigation
instruction 1n the list of navigation nstructions based on the
previously provided navigation instructions, the position of
the user, and an assessment of which instructions have
already been completed by the user.

[0067] The instruction generation system 114 can generate
an audio clip that simulates a human voice speaking the
instructions associated with the selected instruction selected
by the mteractive voice navigation system 110. The gener-
ated audio clip can be provided to the user via a speaker
associated with the user’s computing system (e.g., a smart-
phone or other computing device) or a speaker included in
the user’s vehicle (e.g., the vehicle the user 1s driving).

[0068] Once the navigation instruction has been provided
to the user as audio, a context analysis system 116 can
collect and analyze contextual information associated with
the provided navigation instruction. Contextual information
can include information about the audio environment 1n
which the navigation instructions are provided, information
about the complexity of the navigation mstructions and the
complexity of the current navigation environment, and
information about user activities while the navigation
instruction 1s being provided.

[0069] An audio analysis system 118 can access audio data
captured as a result of the context analysis system activating
a microphone. The audio analysis system 118 can, using
natural language processing techniques, determine whether
the audio includes any spoken words and 1f so, whether
those spoken words are associated with the navigation
instruction. For example, audio data that includes keywords
associated with the navigation instruction or that directly ask
a question that 1s relevant to navigation can be determined
to be associated with the navigation instruction.

[0070] The response generation system 120 can determine
a context-appropriate response based on the output of the
context analysis system and the audio analysis system. For
example, 1f the context analysis system 116 determines that
the background noise level 1 the vehicle 1s above a prede-
termined noise threshold, the response generating system
120 can automatically repeat the audio information with a
higher volume level. If the audio analysis system 118
determines that the user has asked a clarifying question
associated with the navigation instruction, the response
generation system 120 can determine one or more answers
to the clarifying question and generate an audio clip that
includes the relevant information for the user. This audio
clip can then be provided to the user via a speaker accessible
to the computing device.

[0071] In some example embodiments, the map database
134 can store a variety of map and navigation data. For
example, the map database 134 can include map data
relevant to navigation. In some examples, the map data can
include a series of sub-maps, each sub-map including data
for a geographic area including objects (e.g., buildings or
other static features), paths of travel (e.g., roads, highways,
public transportation lines, walking paths, and so on), and
other features of interest, The map database can also include
image data, the image data associated with one or more
geographic areas. The map database 134 can also include
satellite 1mage data associated with one or more geographic
areas.

[0072] FIG. 2 depicts an example client-server environ-
ment according to example embodiments of the present
disclosure. The client-server system environment 200
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includes one or more user computing systems 202 and the
server computing system 230. One or more communication
networks 220 can interconnect these components. The com-
munication networks 220 may be any of a variety of network
types, mcluding local area networks (LLANs), wide area
networks (WANSs), wireless networks, wired networks, the
Internet, personal area networks (PANs), or a combination of
such networks.

[0073] A user computing system 202 can be an electronic
device, such as a personal computer (PC), a laptop, a
smartphone, a tablet, a mobile phone, a wearable computing,
device, an electrical component of a vehicle or any other
clectronic device capable of communication with the com-
munication network 220. A user computing system 202 can
include one or more user application(s) 204 such as search
applications, communication applications, navigation appli-
cations, productivity applications, game applications, word
processing applications, or any other useful applications.
The user application(s) 204 can include a web browser. The
user computing system 202 can use a web browser (or other
application) to send and receive requests to and from the
server computing system 230.

[0074] In some examples, a user computing system 202
can 1nclude one or more sensors that can be used to
determine the current location of the user computing system
202. This information can be transmitted, with the user’s
permission, the location of the user computing system 202
to the server computing system 230 in associated with
providing a navigation service. This data can be used by the
interactive voice navigation system 110 in coordination with
data accessed from the map data 134. In some examples, one
or more navigation instructions (e.g., the most recent navi-
gation 1nstruction or an upcoming navigation instruction)
can be stored on the user computing system 202 temporarily.

[0075] As shown in FIG. 2, the server computing system
230 can generally be based on a three-tiered architecture,
consisting of a front-end layer, application logic layer, and
data layer. As 1s understood by skilled artisans 1n the relevant
computer and Internet-related arts, each component shown
in FIG. 2 can represent a set of executable software instruc-
tions and the corresponding hardware (e.g., memory and
processor) for executing the instructions. To avoid unnec-
essary detail, various components and engines that are not
germane to conveying an understanding of the various
examples have been omitted from FIG. 2. However, a skilled
artisan will readily recognize that various additional com-
ponents and engines may be used with a server computing
system 230, such as that illustrated in FIG. 2, to facilitate
additional functionality that 1s not specifically described
herein. Furthermore, the various components depicted in
FIG. 2 may reside on a single server computer or may be
distributed across several server computers in various
arrangements. Moreover, although the server computing
system 230 1s depicted 1n FIG. 2 as having a three-tiered
architecture, the various example embodiments are by no
means limited to this architecture.

[0076] As shown i FIG. 2, the front end consists of an
interface system(s) 222, which receives communications
from user computing systems 202 and communicates appro-
priate responses to the user computing system 202. For
example, the interface system(s) 222 may receive requests 1n
the form of Hypertext Transier Protocol (HT'TP) requests, or
other web-based, application programming interface (API)
requests. The user computing system 202 may be executing
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conventional web browser applications or applications that
have been developed for a specific platiorm to include any
of a wide variety of mobile devices and operating systems.

[0077] As shown in FIG. 2, the data layer can include a
map database 134. In some example embodiments, the map
database 134 can store a variety of map and navigation data.
For example, the map database 134 can include map data
relevant to navigation. In some examples, the map data can
include a series of sub-maps, each sub-map including data
for a geographic area including objects (e.g., buildings or
other static features), paths of travel (e.g., roads, highways,
public transportation lines, walking paths, and so on), and
other features of interest. The map database can also 1include
image data, the image data associated with one or more
geographic areas. The map database 134 can also include
satellite 1mage data associated with one or more geographic
areas,

[0078] The application logic layer can include application
data that can provide a broad range of other applications and
services that allow users to access or receive geographic data
for navigation or other purposes. The application logic layer
can include an interactive voice navigation system 110 and
response generation system 120.

[0079] The interactive voice navigation system 110 can
receive, from the user computing system 202, a request for
turn-by-turn navigation from a first location to a second
location. The interactive voice navigation system 110 can
generate a list of navigation instructions that represents a
turn-by-turn navigation from the first location to the second
location. The list of navigation instructions can be transmit-
ted to the user computing system 202 to be provided to the
user.

[0080] The user computing system 202 can capture audio
data from the environment around the user computing
system 202 (e.g., environmental background noise, audio
spoken by the user, and so on). The analysis of the audio data
can be performed partially on the user computing system
202 and partially on the server system. In other examples,
the analysis can be performed entirely on the server com-
puting system 230. Thus, the audio data (or a processed
version ol the audio data) can be transmitted to the server
system. The response generation system 120 at the server
computing system 230 can finish the analysis of the audio
data and select a context-appropriate response.

[0081] FIG. 3 depicts a block diagram of a context analy-
s1s system 116 according to example embodiments of the
present disclosure. The context analysis system 116 can
determine information as to the context associated with a
particular navigation 1nstruction. To determine this context,
the context analysis system 116 can include one or more of:
metadata analysis system 314, a complexity evaluation
system 316, a conversation evaluation system 304, a navi-
gation difhculty evaluation system 306, and a difficulty
mitigation system 308.

[0082] The metadata analysis system 314 can receive,
from the audio analysis system (e.g., audio analysis system
116 1n FIG. 1), information about the current state of the
user, any user response, and information about the current
audio 1nstructions. For example, the metadata analysis sys-
tem can receive information about the current noise level
around the user (e.g., 1 the user’s vehicle). The metadata
can include a transcript of audio information received from
a user for analysis.
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[0083] The metadata analysis system 314 can determine,
based on metadata received from the audio analysis system
(e.g., audio analysis system 116 1n FIG. 1) a volume level for
the current environment. The metadata analysis system 314
can determine whether there are any additional factors that
may result in further consideration. For example, loud music
playing 1n the background can be measured to determine a
volume level associated with the environment the user 1s
currently 1n. In addition or alternatively, specific sounds
such as the sound of a baby crying may be flagged as
particularly distracting to a user. Based on the background
volume level, and optionally any other considerations, the
metadata analysis system 314 can determine the level to
which the current noise volume may aflect the user’s ability
to hear the audio information and interpret it correctly. For
example, as the background noise volume increases, the
metadata analysis system 314 can reduce a metric indicating
the likelihood that the user has heard and correctly inter-
preted the audio information that includes the navigation
istruction.

[0084] A complexity evaluation system 316 can generate
a value that represents the degree to which the current
navigation instruction 1s difficult to understand and the
current environment 1s one through which 1t 1s diflicult to
navigate. For example, 1f the map data 134 for the area
around the user includes multiple different navigation
options that are tightly spaced (e.g., a plurality of possible
turns), the complexity evaluation system 316 may generate
an associated complexity value for the current navigation
instruction that 1s higher than an environment 1n which only
one turn 1s possible. Similarly, some instructions may be
associated with higher complexity than others. For example,
if a given highway exit has four possible options (e.g., exit
1A, 1B, 1C, and 1D), navigation instructions that direct the
user to take one of the four potential options may be
determined to be more complex than an navigation instruc-
tion that direct the user to a ighway exit with only a single
exit option.

[0085] The complexity evaluation system 316 can access
a map database 134 for use 1n evaluating the complexity of
particular environments and particular navigation nstruc-
tions. In addition, the complexity evaluation system 316 can
access data representing the past performance of users 1n
particular situations. Thus, 1f users frequently misunderstand
a particular navigation instruction or have difliculty navi-
gating a particular environment, the complexity evaluation
system 316 may assign a higher complexity value to that
navigation instruction relative to another instruction that
users do not frequently misunderstand.

[0086] The conversation evaluation system 304 can deter-
mine, prior to providing one or more 1nstructions, whether a
conversation 1s ongoing between the user and another person
(e.g., etther in their environment or via communication
technology). In some examples, the presence of an ongoing
conversation between the user and another person may result
in the conversation evaluation system 304 determining that
the user 1s more likely to be distracted and therefore less
likely to correctly interpret and respond to the audio infor-
mation.

[0087] The navigation dithculty evaluation system 306
can access mformation from the metadata analysis system
314, the complexity evaluation system 316, and the conver-
sation evaluation system 304, to generate a dithculty value
for the current navigation instruction that represents the
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degree to which the user may have dithculty understanding
and responding to the audio information.

[0088] The di "’iculty mitigation system 308 determines
whether the navigation difficulty value generated by the
navigation difficulty evaluation system 306 exceeds a pre-
determined threshold. If so, the dificulty mitigation system
308 can determine an appropriate mitigation response. For
example, the difliculty mitigation system 308 can direct the
computing system to repeat the audio information at a higher

volume level.

[0089] Additionally, or alternatively, the dithiculty mitiga-
tion system 308 can generate an audio query directed
towards the user to determine whether the user needs
additional information. For example, the difliculty mitiga-
tion system 308 can generate an audio output such as “did
you understand that instruction” or “do you need more
information about that instruction.” Based on the user’s

response, the ditliculty mitigation system 308 can generate
additional feedback.

[0090] FIG. 4 depicts a block diagram of an example audio
analysis system 118 according to example embodiments of
the present disclosure. The audio analysis system 118 can,
based at least in part on the output of the context analysis
system 116, determine an appropriate response to any user
interaction with the navigation system. To do so, the audio
analysis system includes one or more of: a microphone
activation system 402, a noise evaluation system 403, a
content evaluation system 404, an association determination
system 406, a response evaluation system 410, a response
selection system 408, and a transmission system 412.

[0091] The microphone activation system 402 can activate
a microphone associated with a user computing system (e.g.,
user computing system 202 i FIG. 2) in response to
determining audio mformation 1s being, will be, or has been
provided to the user. It should be noted that the audio
analysis system 118 may constantly be passively monitoring
audio data 1n the environment of the user computing system
(e.g., user computing system 202 in FIG. 2) and the micro-
phone activation system 402 only switches the system into
a more active listening mode. In other examples, the micro-
phone activation system 402 can activate the microphone
prior to the audio information being provided to get con-
textual mnformation (e.g., background noise, ongoing con-
versation classification, etc.) for use 1n evaluating any user
interaction with the navigation system. In other examples,
the microphone may be activated only for the duration of the
time that the audio information 1s provided to the user.

[0092] In some examples, a passive listening mode can be
a mode 1 which audio information 1s gathered but 1s only
(or primarily) analyzed to 1dentify signals as to whether the
tull capabilities of the audio analysis system (e.g., speech
recognition and natural language processing) should be
activated or engaged. Thus, the number of processing cycles
(and therefore the amount of energy consumed) 1s signifi-
cantly reduced when 1n a passive listening mode.

[0093] Additionally, in some examples, a passive listening
mode may be implemented to occur solely on a user com-
puting system (e.g., user computing system 202 in FIG. 2).
An actively listening mode can be implemented such that
components at both the user computing system (e.g., user
computing system 202 in FIG. 2) or the server computing
system (e.g., server computing system 230 1 FIG. 2) can be
utilized.
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[0094] The noise evaluation system 403 can passively or
actively monitor the background noise associated with the
current location of the user. In some examples, the current
location of the user 1s the interior of the vehicle in which the
user 1s riding or driving. In some examples, the user 1s not
in a vehicle (e.g., they are walking) and the current location
of the user 1includes the outdoor geographic space that they
are passing through. In general, a volume level may be
determined and any specific sounds that may be particularly
loud and potentially distracting to the user may be 1dentified.
Based on the audio information and background noise, the
noise evaluation system 403 can generate noise metadata for
use by the content analysis system 116.

[0095] The content 1dentification system 404 can access
audio data captured by the microphone associated with the
user computing system (e.g., user computing system 202 in
FIG. 2). The content 1dentification system 404 can use one
or more natural language processing techniques to identity
any voices 1n the audio data and any words that may have
been spoken. Any identified words and/or phrases can be
output to the association determination system.

[0096] The associated determination system 406 can
determine whether the 1dentified words or phrases are asso-
ciated with the audio information or the navigation instruc-
tion contained therein. To do so, the association determina-
tion system 406 can i1dentily whether the 1dentified words
are associated with navigation generally (e.g., questions
about streets, turns, landmarks, and so on) and 11 so, whether
the words are associated with the specific audio information
that was recently provided. The associated determination
system 406 can employ a trained machine-learned model to
distinguish between questions and statements by the user
that are appropriate for the interactive voice navigation
system (e.g., interactive voice navigation system 110 1n FIG.
1) to respond to and those that are not appropriate for the
interactive voice navigation system (e.g., interactive voice
navigation system 110 in FIG. 1) to respond to.

[0097] In response to determining that the question and/or
statement from the user 1s associated with the audio infor-
mation, the response evaluation system 410 can generate
one or more or proposed responses. In some examples, the
proposed responses can include repeating the original phrase
at a higher volume, providing additional clarification as to
where and when the navigation instruction should be fol-
lowed, giving mformation about the geographic area and
notable landmarks, and updating data stored in the map
database based on the user feedback.

[0098] The proposed responses can be scored based on
one or more scoring criteria by the response selection system
408. The scoring criteria can include user preferences,
information about the current noise levels 1 the environ-
ment of the user, collected data on what users find generally
uselul 1n response, and any other criteria that can help the
response selection system 408 to identily an appropriate
response. The transmission system 412 can generate an
audio clip including the selected response and cause 1t to be
provided to the user through a speaker. In some examples,
the selected response 1s agnostic of user preferences or data
on what users find generally useful 1n a response

[0099] FIG. 5 depicts a tlow chart of an example method
for interactive voice navigation according to example
embodiments of the present disclosure. One or more portion
(s) of the method can be implemented by one or more
computing devices such as, for example, the computing
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devices described herein. Moreover, one or more portion(s)
of the method can be implemented as an algorithm on the
hardware components of the device(s) described herein.
FIG. 5 depicts elements performed 1n a particular order for
purposes of illustration and discussion. Those of ordinary
skill 1n the art, using the disclosures provided herein, will
understand. that the elements of any of the methods dis-
cussed herein can be adapted, rearranged, expanded, omit-
ted, combined, and/or modified 1n various ways without
deviating from the scope of the present disclosure. The
method can be implemented by one or more computing

devices, such as one or more of the computing devices
depicted 1n FIGS. 1-2.

[0100] An interactive voice navigation system can pro-
vide, at 502, audio imformation ncluding a navigation
instruction from a list of turn-by-turn navigation instructions
to a user. While providing the audio information to the user,
the interactive voice navigation system can activate, at 506,
an audio sensor associated with the computing system. The
audio sensor can be a microphone. In some examples, the
microphone 1s activated 1n a passive listening mode before
the audio information 1s provided. In some examples, the
microphone 1s activated for listening for the duration of time
in which the audio information 1s provided.

[0101] The interactive voice navigation system can deter-
mine a navigation difficulty value based on one or more
navigation difficulty factors associated with the navigation
instruction. The interactive voice navigation system can
determine whether the navigation dithiculty value exceeds a
predetermined threshold. In accordance with a determina-
tion that the navigation difliculty value exceeds a predeter-
mined threshold value, the interactive voice navigation
system can perform a mitigation action. In some examples,
the one or more navigation difliculty factors can include a
navigation complexity value associated with the navigation
instruction.

[0102] In some examples, the one or more navigation
difficulty factors can include a map complexity value asso-
ciated with the navigation mstruction. In some examples, the
one or more navigation difficulty factors can include a
volume level of background noise. In some examples, the
one or more navigation difficulty factors can include a
determination of whether a conversation 1s currently ongo-
ing in the area of the audio sensor.

[0103] The mnteractive voice navigation system can auto-
matically replay the audio information at an increased
volume level. The interactive voice navigation system can
automatically provide a query to prompt the user to report a
difficulty in understanding the navigation instruction. The
interactive voice navigation system can, at 508, collect,
using the activated audio sensor, audio data associated with
the user. The interactive voice navigation system can, at 510,
determine, based on the audio data, whether the audio data
1s associated with the audio information.

[0104] The mteractive voice navigation system can deter-
mine that the collected audio data includes a request for
repetition from the user. In some examples, the context-
appropriate response can be determined to be a repetition of
the audio information. The interactive voice navigation
system can determine that the collected audio data includes
a request for additional information associated with the
navigation istruction. In some examples, the context-ap-
propriate response includes clarifying information associ-
ated with the navigation 1nstruction.
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[0105] The interactive voice navigation system can deter-
mine that the collected audio data includes feedback asso-
ciated with the navigation mstruction. In some examples, the
context-appropriate response can include a confirmation that
the feedback has been recorded.

[0106] The interactive voice navigation system can, 1n
accordance with a determination that the audio data 1is
associated with the navigation instruction, determine, at 512,
a context-appropriate audio response. The interactive voice
navigation system can provide, at 314, the context-appro-
priate audio response to the user through the user computing
system associated. with the user.

[0107] While the present subject matter has been
described 1n detail with respect to various specific example
embodiments thereol, each example i1s provided by way of
explanation, not limitation of the disclosure. Those skilled 1n
the art, upon attaining an understanding of the foregoing,
can readily produce alterations to, variations of, and/or
equivalents to such embodiments. Accordingly, the subject
disclosure does not preclude inclusion of such modifica-
tions, variations, and/or additions to the present subject
matter as would be readily apparent to one of ordinary skall
in the art. For instance, features 1llustrated and/or described
as part of one embodiment can be used with another embodi-
ment to yield a still further embodiment. Thus, it 1s intended
that the present disclosure cover such alterations, variations,
and/or equivalents.

1. A computer-implemented method for interactive voice
navigation, the method comprising;:

providing, by a computing system including one or more
processors, audio information including one or more
navigation instructions to a user;

activating, by the computing system, an audio sensor
associated with the computing system;

collecting, by the computing system using the audio
sensor, audio data associated with the user;

determiming, by the computing system based on the audio
data, whether the audio data 1s associated with the one
or more navigation instructions;

in accordance with a determination that the audio data 1s
associated with the one or more navigation instructions,
determining, by the computing system, a context-ap-
propriate audio response; and

providing, by the computing system, the context-appro-

priate audio response to the user.

2. The computer-implemented method of claim 1,
wherein determiming, by the computing system based on the
audio data, whether the audio data 1s associated with one or
more navigation instructions further comprises:

determining, by the computing system, that the collected
audio data includes a request from the user for repeti-
tion of the one or more navigation instructions.

3. The computer-implemented method of claim 1,
wherein the context-appropriate response 1s determined to
be a repetition of the audio information including the one or
more navigation instructions.

4. The computer-implemented method of claim 1,
wherein determiming, by the computing system based on the
audio data, whether the audio data 1s associated with one or
more navigation instructions further comprises:

determining, by the computing system, that the collected
audio data includes a request for additional information
associated with the one or more navigation instructions.
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5. The computer-implemented method of claim 4,
wherein the context approprate response includes clarifying,
information associated with the one or more navigation
instructions.

6. The computer-implemented method of claim 1,
wherein determining, by the computing system based on the
audio data, whether the audio data 1s associated with one or
more navigation instructions further comprises:

determining, by the computing system, that the collected

audio data includes a request to alter a route associated
with the one or more navigation instructions.

7. The computer-implemented method of claim 1,
wherein determining, by the computing system based on the
audio data, whether the audio data 1s associated with the one
or more navigation instructions further comprises:

determining, by the computing system, that the collected

audio data includes feedback information associated
with the one or more navigation instructions.

8. The computer-implemented method of claim 7,
wherein the context appropriate response includes a confir-
mation that the feedback information has been recorded.

9. The computer-implemented method of claim 1, further
comprising:

determining, by the computing system, a navigation dii-

ficulty value associated with the one or more navigation
istructions based on one or more navigation difliculty
factors;

determining, by the computing system, whether the navi-

gation difliculty value exceeds a predetermined thresh-
old; and

in accordance with a determination that the navigation

difficulty value exceeds a predetermined threshold,
performing, by the computing system, a maitigation
action.

10. The computer-implemented method of claim 9,
wherein the one or more navigation dithculty factors include
a navigation complexity value associated with the one or
more navigation instructions.

11. The computer-implemented method of claim 9,
wherein the one or more navigation difliculty factors include
a map complexity value associated with the one or more
navigation instructions.
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12. The computer-implemented method of claim 9,
wherein the one or more navigation difliculty factors include
a volume level of background noise.

13. The computer-implemented method of claim 9,
wherein the one or more navigation difliculty factors include
a determination whether a conversation 1s currently ongoing
in an area around the audio sensor.

14. The computer-implemented method of claim 9,
wherein performing, by the computing system, a mitigation
action comprises:

automatically replaying, by the computing system, the
audio information including the one or more navigation
instructions at an increased volume level.

15. The computer-implemented method of claim 9,
wherein performing, by the computing system, a mitigation
action comprises:

automatically providing, by the computing system, a
query to prompt the user to report a difficulty 1n
understanding the one or more navigation 1nstructions.

16. The computer-implemented method of claim 1,
wherein the audio data comprises audio data captured from

an environment around the user.

17. The computer-implemented method of claim 1,
wherein the audio sensor 1s activated 1n a passive listening
mode before the one or more navigation instructions 1s
provided.

18. A computing system for performing interactive voice
navigation, the system comprising:

one or more processors and one or more computer-
readable memories;

wherein the one or more computer-readable memories
store instructions that, when executed by the one or
more processors, cause the computing system to carry
out the method of any preceding claim.

19. A computer-readable medium storing instruction that,
when executed by one or more computing devices, cause the
one or more computing devices to carry out the method of
claim 1.
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